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Last Class: DC Topology
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Today: Data Center Transport
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Data Center Transport
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What’s Different About DC Transport?

• Network characteristics 

• Very high link speeds (Gb/s); very low latency (microseconds) 

• Application characteristics 

• Large-scale distributed computation

• Cheap switches 

• Single-chip shared-memory devices; shallow buffers 

• Challenging traffic patterns 

• Diverse mix of mice & elephants 

• Incast
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Data Center Traffic: Mice and Elephant Flows
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Data Center Traffic: Incast
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Data Center Traffic: Incast
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Incast in Bing

• Solutions

• Limit max response size to 2KB

• Application-level jittering to 
desynchronize the responses

9



DC Transport Requirements 

• Low Latency 

• Short messages, queries 

• High Throughput 

• Continuous data updates, backups

• High Burst Tolerance 

• Incast
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Review: TCP algorithm
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DCTCP Core Idea
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Random Early Detection (RED)
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Typical Packet Drop Pattern Random Early Detection (RED) 
 Packet Drop Pattern

RED can mark packets instead of dropping 
when used in conjunction with ECN



DCTCP Algorithm
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DCTCP vs. TCP
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DCTCP Performance
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Why Does DCTCP Work?

• Low Latency 

• Small buffer occupancies → low queuing delay 

• High Throughput 

• ECN averaging → smooth rate adjustments, low variance 

• High Burst Tolerance 

• Large buffer headroom → bursts fit 

• Aggressive marking → sources react before packets are dropped
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TIMELY [SIGCOMM’15]

• Core Idea

• Packet delay, measured as round-trip times at hosts, is an effective congestion signal

• Qualities of RTT

• Fine-grained and informative

• Quick response time

• No switch support needed 

• End-to-end metric
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Key Challenge with RTT Measurement

Time measurements can be noisy!
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Impact of RTT noise
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Hardware vs. Software Timestamps
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TIMELY Key Idea 1: Relies on NICs that provide hardware 
support for high-quality timestamping of packet events



TIMELY Key Idea 2: RTT Gradient
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TIMELY Overview
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TIMELY vs. DCTCP
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! Tested on different stacks



Swift [SIGCOMM’20]

• Swift: Delay is Simple and Effective for Congestion Control in the Datacenter 
[SIGCOMM’20]

• Low latency, high utilization, near-zero loss

• 50 microseconds tail latency for short flows

• Near 100% utilization at 100 Gbps line rate
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Swift Key Idea
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Fabric vs. Endpoint Delays
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Reminder

Title and Plan due TODAY!!
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Thanks!


