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Last Class: Network Virtualization
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Conventional View of Networks

Data delivery is the only functionality provided by such a network
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Rise of Middleboxes

Data delivery is not the only required functionality!
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Security (IDS, Firewall): identify and block unwanted traffic

Performance (Cache) : Load content faster

Performance (WanOpt): reduce bandwidth usage

Application support (SSL): protocol for legacy application.



Middlebox Prevalence

One-third of all network devices in enterprises are middleboxes!  
[Making middleboxes someone else's problem, SIGCOMM’12]

5



Problems with Hardware Middleboxes

• Dedicated

• Fixed function with little/no programmability

• Specialized hardware/software

• Custom Management APIs
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Evolution of Middleboxes: Network Function Virtualization
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From Hardware Middleboxes….
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… to software Network Functions (NFs)
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Primarily deployed in VMs



Network View

10



Key Benefits of Software Network Functions

• Programmability 
• ability to update and create new NFs 

• Cost benefits of commodity solutions

• Efficiency of statistical multiplexing

• Ease of deployment, configuration, and management
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Challenges with Network Function Virtualization

• Complex and costly state management

• Custom per-app management APIs

• Unpredictable performance

• Performance degradation
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E2: A Framework for NFV Applications

• End-to-end management of Network Functions

• Provide general solutions for common tasks

• Benefits

• Frees NF developers to focus on NF-specific logic

• Automates/consolidates management for operators
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Cellular Backend
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NF Placement Options

• Thread-Based

• Lightweight

• No resource isolation

• Virtual Machine-Based 

• Additional overheads

• Resource Isolation

E2 is VM-based
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Design Overview
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Pipelets

• NFV jobs represented as ‘pipelets’

• a traffic class and a DAG that captures how this traffic class should be processed by 
NFs
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• Modular architecture based on SoftNIC

• Highly efficient (uses Intel DPDK)

• Why OVS is not suitable?

• expressiveness and functionality are limited by the flow-table semantics

• performance optimizations that improve the efficiency of NFs more important in 
this context

E2 Dataplane
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E2 Control Plane

• Executing Pipelets

• Sizing: How many NF instances?

• Placement: Where to place NF instances?

• Composition: How to steer traffic between NFs?

• Dynamic scaling: Adapting to traffic changes

• Ensuring affinity constraints of NFs
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NF placement example
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Comments from students

• Move E2 to container-based implementation - multiple students

• Single point of failure - multiple students

• “There are certain hardware constraints that E2 takes into account. More work is 
needed to figure out how to exploit richer resources like CPU cache, GPUs, 
programmable switches, specialized accelerators, etc.” - Rakshit Mehra

• “The paper does not address consistency issues that arise when global or aggregate state 
is spread across multiple NF instances, which could be a significant challenge for managing 
cross-NF state in a dynamic scaling scenario.” - Sagar Krishna

• “Future work on the E2 framework should focus on exploring fault-tolerance and 
energy-efficient management and monitoring to enhance its robustness and sustainability 
in real-world deployments.” - Yurun Song
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High Performance NF Implementations
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Understanding NF Performance
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Providing Guarantees about NF Behavior
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State Management
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Evolution of Middleboxes
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Thanks!


